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Abstract
Are reviews with photos more helpful? If so, do consumers find reviews more helpful when photos and text convey similar or

different information? This article examines the effect of content similarity between photos and text on review helpfulness and its

underlying mechanism. Using a data set of 7.4 million reviews associated with 3.5 million photos from Yelp, and applying machine

learning algorithms, the authors quantify the similarity of the content between text and photos. They find that, overall, photos

increase the helpfulness of a review. More importantly, though, greater similarity between photos and text heightens review help-

fulness more. The authors then validate algorithm-based similarity assessments with similarity perceptions of human judges. Using

real-world reviews from Yelp and carefully designed stimuli, they replicate the core findings in five laboratory experiments.

Further, testing the underlying mechanism, they find that greater similarity facilitates the ease with which consumers can process

the review, which, in turn, increases that review’s helpfulness to consumers. Finally, they show that factors that impede the ease

of processing (e.g., language difficulty or poor image quality) can reduce the effect of similarity on helpfulness. These findings

provide novel insights into the value of user-generated content that includes text and photos and its underlying mechanism.
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People learn from others about a variety of things, such as
places to visit and products to buy. The ability to access
reviews online has systematically changed this learning
process. Instead of asking a friend or an expert agent, today
many people consult review platforms before eating at a restau-
rant or traveling to a new city. Prior research in marketing and
computer science has examined the effect of structured features
(e.g., star ratings) and unstructured features (e.g., the valence of
the text) of a review as well as reviewers’ characteristics (e.g.,
prior experience) on a review’s helpfulness. Helpful reviews are
not just important in shaping readers’ decisions but also critical
to firms’ economic outcomes. For instance, helpful reviews are
more likely to affect consumers’ attitudes and behaviors,
driving economic outcomes such as product sales (Ghose and
Ipeirotis 2011; Topaloglu and Dass 2021) and box office
success (Lee and Choeh 2020). In addition to text, review
writers increasingly include photos in their reviews. Indeed,
in surveys, readers state that they value user-generated photos
in reviews (BazaarVoice 2021). In this research, we investigate
how and when the relationship of photos and text may impact
review helpfulness.

Our research question is centered around the interplay
between what people communicate in text versus photos

and its consequences on the helpfulness of that review.
Review platforms (e.g., Amazon) often suggest that adding a
photo to a review can increase that review’s helpfulness
(Schwartz 2019). Outside the review context, the mere presence
of a photo increases engagement with the platform (Li and Xie
2020). Further, Hartmann et al. (2021) distinguish between the
type of image that generates more engagement with the post
versus the brand. They find that consumer selfies receive
more post-related engagement, such as likes and comments,
whereas brand selfies result in more brand engagement, such
as purchase intentions. On platforms such as Airbnb, platform-
provided (high-quality) photos of the property can increase
demand (Zhang et al. 2022). While important, these papers
focus only on the effect of photos without taking text into
account.
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In our research, we establish that adding photos to a review
increases review helpfulness. More importantly, though, we
focus on the relationship between photos and text and
examine whether consumers find a review more helpful when
the photo and text convey similar (vs. dissimilar) content,
using a combination of secondary data and lab experiments.
We test our predictions in a large-scale data set of 7.4 million
restaurant reviews from two different metropolitan areas, of
which about 1.42 million were associated with at least
one photo. Applying a representation learning algorithm,
Doc2Vec (Le and Mikolov 2014), we assess the extent to
which the content of the photo is similar to the content of the
text. Controlling for review and reviewer characteristics, we
find that greater similarity between photo and text content
heightens helpfulness. We replicate these findings in five labo-
ratory experiments that enable us to establish the causal link
between photo–text similarity and review helpfulness. In
addition, we establish one reason that similar (rather than dis-
similar) content in photos and text is helpful: similar content
in photos and text makes the review easier to process for the
reader, which subsequently heightens the review’s perceived
helpfulness.

Jointly, our research examines a previously unexplored
aspect of online reviews and user-generated content that
includes both visual and verbal information and makes
several important contributions. We identify similarity of the
content between photos and text as a novel antecedent that
impacts a review’s helpfulness. The interplay between visual
and verbal information has been predominantly studied in the
advertising literature (e.g., Edell and Staelin 1983). These
studies often used highly stylized, strategically designed
stimuli and small-sample laboratory experiments. We extend
the investigation of visual–verbal interplay to organic conversa-
tions in user-generated content. User-generated content is dis-
tinct from firm-generated advertisements because consumers
generate qualitatively different content (e.g., in their review,
they admit purchase mistakes; Reich and Maglio 2020) and
use different styles (e.g., they include figurative speech;
Kronrod and Danziger 2013) compared with howmanagers com-
municate in firm-generated advertisements. Examining the text
and pictures in millions of real-world consumer reviews using
advances in machine learning, we demonstrate the effect of
photo–text similarity on helpfulness. We also shed light on the
process underlying this effect, contributing an important but pre-
viously unidentified psychological mechanism: ease of process-
ing. Using a carefully screened subset of real-world reviews as
well as systematically designed stimuli, we conduct laboratory
experiments (N= 3,879) and causally test the mechanism under-
lying our effect and its boundary condition.

Our findings rest on a multimethod approach that combines
advances in machine learning with human validation and exper-
imental evidence. This multimethod approach yields externally
valid results that provide robust, causal evidence for our predic-
tions. In doing so, we shed light on the emerging literature on
visual–verbal user-generated content and identify novel insights
into what makes user-generated content helpful in general.

Further, understanding the antecedents of helpfulness in the
context of visual–verbal content is of practical importance for
platforms, influencers, and everyday consumers. Platforms con-
tinuously search for ways to recognize helpful reviews even
before a critical mass of consumers can identify them (e.g.,
through likes). They also strive to guide consumers to create
high-value reviews for others. Professional influencers and
everyday consumers search for ways to create helpful content
and gain influence. Our findings can inform all these efforts
and provide implications for platforms, influencers, and
consumers.

Theoretical Development

Reviews and Review Helpfulness
Consumers often consult reviews to reduce uncertainty and aid
their decision-making processes. Previous work suggests that
reviews can significantly impact firms’ economic outcomes.
For example, research has demonstrated an association
between review ratings and sales (Chevalier and Mayzlin
2006) and between review volume and sales (Duan, Gu, and
Whinston 2008).

Helpful reviews are more likely to influence consumers’ atti-
tudes and behavior. As a result, helpful reviews have a larger
economic impact on firms’ sales (Ghose and Ipeirotis 2011;
Lee and Choeh 2020). But what makes a review helpful?
Prior research has identified several reviewer characteristics
and features of the review that can improve helpfulness: the
identity of the reviewer (Forman, Ghose, and Wiesenfeld
2008), star ratings (Kim et al. 2006), rating extremity
(Mudambi and Schuff 2010), semantic and stylistic aspects of
the review text (Ghose and Ipeirotis 2011), and text readability
and informativeness (Ghose and Ipeirotis 2011). Our research
adds to this literature by examining a novel antecedent of help-
fulness: the similarity between the content of the photo and the
text.

The Impact of Photos on Review Helpfulness
Whereas words are important to convey experiences, with the
widespread adoption of smartphones, it has become easier
than ever for people to take and share photos of their experi-
ences. Indeed, people share 6.9 billion photos daily on
WhatsApp (Broz 2023) and create more than 4 billion snaps
daily on Snapchat (Aslam 2023). Further, many review plat-
forms increasingly encourage and even require reviewers to
include photos with their review text. For instance, Amazon
now reminds reviewers to add a photo to their review text,
claiming that shoppers find reviews that include images more
helpful than text alone.

Prior research offers several reasons why photos may be
helpful. First, photos can carry important information that is
hard to convey with words alone (e.g., the restaurant’s decor).
Second, photos grab attention and are processed first (Pieters
and Wedel 2004), increasing consumers’ likelihood to pay
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attention and read the review. Third, visuals evoke more intense
emotional reactions (Rossiter and Percy 1980), which may be
particularly important for hedonic purchases. Whereas we
focus on photos in the context of user-generated reviews, the
advertising literature has also examined photos’ effect on com-
prehension, recall, and attitudes and found that photos indeed
improve these outcomes (Edell and Staelin 1983). For these
reasons, we posit that the mere presence of a photo (or multiple
photos) in a review would increase its perceived helpfulness.

The Interplay Between Photos and Review Text Can
Affect Review Helpfulness
Whereas the mere presence of a photo may increase a review’s
helpfulness, in this research, we uncover when and why this
would be the case. In the context of visual–verbal communica-
tion, both the photo and the text convey information, and
readers integrate this information to construct an overall
meaning. In this research, we investigate how the similarity
between photo and text content affects ease of processing and
its downstream consequences.

Similarity between photo and text. Similarity assessments are a
fundamental human process (Markman and Gentner 1993;
Tversky 1977), and similarity between different pieces of infor-
mation is central to a wide range of outcomes, such as attitude
formation and persuasion (Edell and Staelin 1983), learning
(Harp and Mayer 1998), and memory (Markman and Gentner
1996). Whereas prior research has largely focused on the simi-
larity between entities of the same modality (e.g., photo–photo;
Markman and Gentner 1996; Tversky 1977), similarity judg-
ment can also involve entities of different modalities (e.g.,
photo–text; Clark and Mayer 2016), which is the focus of our
research.

Similarity assessments involve a comparison between two
entities. One can compare either the features of the entities
(feature-based similarity; Tversky 1977) or the structural rela-
tions within each entity (relational similarity; Markman and
Gentner 1993). Whereas humans employ both forms of similar-
ity assessments independently (Markman and Gentner 1993),
feature-based similarity is often more prevalent. Feature-based
(vs. relational) similarity assessment is developed earlier in
life (Pierce and Gholson 1994) and underlies many fundamental
human processes, such as categorization and inference-making
(Tversky 1977). Thus, we focus our investigation on feature-
based similarity between the photo and the text content.

We define feature-based content similarity as alignment
between what the picture depicts and what the text describes.
For instance, imagine a reviewer writes about coffee at a
coffee shop and includes a photo of the coffee mentioned in
the text. This is an example of a review in which the reviewer
conveys similar content (i.e., coffee) in each modality.
However, if the reviewer writes about coffee but includes a
photo of a croissant, then the reviewer conveys dissimilar
content (i.e., coffee vs. food) in the text and photo.

Because photos are limited in what they can represent com-
pared with words (Kieras 1978), we limit our investigation to
representations and properties that can be conveyed visually
and verbally. We leave it to future research to investigate
other dimensions on which text and photos can align, such as
valence, level of abstraction, or intended call to action (Amit,
Algom, and Trope 2009; Villarroel Ordenes et al. 2019). We
also leave it to future research to investigate cases in which
text and photo align content-wise, but this information is incon-
gruent with the context in which they are shared (e.g., posting a
review text and picture of a washing machine [high content sim-
ilarity] on a restaurant review site such as Yelp). In the litera-
ture, alignment on higher-order dimensions such as valence,
level of abstraction, or context has been referred to as “coher-
ence.” Notably, coherence is independent of structural aspects
such feature-based similarity and does not necessitate greater
processing ease (Winkielman et al. 2012). Although such situ-
ations are important, they are beyond the scope of this research;
we will return to them in the “General Discussion” section.

The effect of content similarity on perceived processing ease and
helpfulness. The question we ask is: how does similarity affect
helpfulness? When the content of the review text differs from
the content of the photo (e.g., coffee in the text and food in
the photo), the review overall conveys a larger amount of infor-
mation compared with when the text and photo relay the same
content (e.g., coffee in the text and in the photo). Reviews with
more (vs. less) information can be more helpful (Ghose and
Ipeirotis 2011) because they reduce uncertainty to a greater
extent (Driscoll and Lanzetta 1964). However, we argue that
when the content of the photo and the text convey similar
(not dissimilar) information, the review as a whole becomes
more helpful due to greater perceived processing ease.

Our prediction is based on prior work on processing fluency
(i.e., the subjective feeling of ease with which people process
information; Reber, Schwarz, and Winkielman 2004). This
research argues that “consistency,” a content match between
cognitive elements, may result in greater fluency
(Winkielman et al. 2012). Whether individuals process infor-
mation visually or verbally (e.g., seeing a photo of a coffee
cup or reading about coffee), a particular concept (e.g.,
coffee) is activated in their working memory. Prior research
shows that earlier exposure to an object (Hershenson and
Haber 1965; Jacoby and Dallas 1981), to some of its attributes
(Reber, Winkielman, and Schwarz 1998), or to related semantic
concepts (Winkielman et al. 2003) makes subsequent process-
ing of similar information easier, increasing both objective
and subjective processing fluency (Winkielman et al. 2003).
However, when different modalities activate different concepts,
people may experience conflict and frustration (Meyers-Levy
and Tybout 1989), that is, a lack of objective and subjective
processing fluency. Thus, we expect greater content similarity
to increase perceived processing ease.

Perceived processing ease elicits positive affect (Winkielman
et al. 2003). When asked for an evaluation of an entity, people
draw on this positive subjective experience and evaluate the
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fluently processed entity more favorably (for reviews, see Reber,
Schwarz, and Winkielman [2004]). Hence, we expect greater sim-
ilarity between the photo and text content to enhance perceived
processing ease and, as a result, increase the helpfulness of the
review. In summary, we predict:

H1: Greater similarity between the content in the photo
and in the text of a review increases the perceived helpful-
ness of a review.

H2: Greater similarity between the content in the photo
and in the text of a review increases perceived processing
ease.

H3: The effect of content similarity on helpfulness is due
to the positive effect of similarity on perceived processing
ease.

Limits of Similarity-Driven Effects on Helpfulness
We predict that reviews become more helpful when they
convey similar (vs. dissimilar) content in photo and text
because feature-based content similarity increases perceived
processing ease. Prior research suggests that when a particular
factor (e.g., familiarity) affects a focal judgment (e.g., truth)
due to greater ease of processing, other unrelated factors that
independently hamper perceived processing ease (e.g., text
readability) can attenuate or even eliminate that original effect
(e.g., of familiarity on truth judgments; Reber and Schwarz
1999). In our context, we expect that such unrelated elements
(i.e., unrelated to feature-based content similarity) that
hamper processing ease will weaken the positive effect of
feature-based content similarity on helpfulness.

One reason for this attenuating effect is that greater difficulty
with which a stimulus is processed disrupts naturally occurring
processes (Alter et al. 2007). For example, people are less likely
to answer easy trivia questions correctly when they are pre-
sented in a hard-to-read font (Song and Schwarz 2008).
Hence, we predict that when ease of processing of a review is
hampered, it will disrupt or even eliminate the positive effect
of content similarity on helpfulness.

Ease of processing can be altered in ways that are incidental
or integral to the problem at hand (Alter and Oppenheimer
2009). Prior research suggests that incidental factors such as
font usage (Novemsky et al. 2007), figure–ground contrast
(Reber and Schwarz 1999), and semantic priming (Kelley
and Lindsay 1993) can all alter ease of processing. Further,
factors integral to the focal problem, such as linguistic ease
(Alter and Oppenheimer 2009) or prototypicality of the
target (Winkielman et al. 2006), or congruity with one’s lay
beliefs (Philipp-Muller, Costello, and Reczek 2022), can
alter perceived processing ease. In the context of reviews,
we expect two integral factors to be particularly relevant to
reducing processing ease and hence to attenuate or even elim-
inate the effect of content similarity on helpfulness: review
text difficulty and photo quality. A harder-to-read text
(Shulman et al. 2020) can make the review text more difficult

to parse, and low-quality images impair visual assessment
(Ryu, Park, and Park 2022). In summary, we expect factors
that hamper processing ease to attenuate the effect of
content similarity on helpfulness (compared with the
absence of such impediments). Formally:

H4: The positive effect of content similarity on helpful-
ness is attenuated when processing ease is low.

Overview of Studies
To ensure external and internal validity, we test our predic-
tions in a data set that includes organically created consumer
reviews (from Yelp) and in five experiments. Study 1 provides
real-world evidence for our core prediction: greater photo–text
similarity is associated with greater helpfulness. Next, we val-
idate algorithm-based similarity judgments with similarity
assessments of human judges (Study 2a), establishing that
humans and computers align on similarity perceptions. We
then replicate our core finding across several experimental
studies using both Yelp reviews (Studies 2b, 3a, and 4) and
more controlled stimuli (Studies 3b and 3c). We examine
the psychological mechanism of ease of processing using
mediation (Studies 3a–3c). Finally, Study 4 provides addi-
tional evidence for the underlying mechanism by manipulat-
ing ease of processing. We provide an overview of studies
and findings in Table 1.

Study 1: Greater Photo–Text Similarity
Increases Helpfulness in Yelp Reviews
In Study 1, we use field data to investigate the relationship
between photo–text similarity and helpfulness. We also
provide initial insights into the proposed ease of processing-
based mechanism by examining text readability and photo
quality of Yelp reviews.

Data
To test our predictions, we collected a panel data of Yelp
reviews at the restaurant level for the complete set of restaurants
located in two U.S. locations: Los Angeles County in California
and the Boston area in Massachusetts.1 The data set contained
about 24,964 restaurants listed on Yelp, 7.4 million reviews
(including the 3.5 million photos associated with them)
written by 2.1 million reviewers during 2004–2020 (2021 for
Boston). For every review, we obtained its text, star rating,
number of useful votes, and all the photos that the reviewer
uploaded along with the review, if any. For every reviewer,
we obtained their location (at the city level that Yelp provides),
whether the reviewer had Yelp elite status, and the total number
of reviews the reviewer had written so far.

1 Surrounding cities such as Cambridge and Brookline are part of the Boston
area data set.
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Measuring Photo–Text Similarity
We created a measure of similarity between the content of the
text and the photos in two steps. First, we used Google Cloud
Platform Vision API and the “Detect Labels” function. The
Vision API can detect and extract information about entities
in an image across a broad group of categories. Labels can iden-
tify general objects, locations, activities, animal species, prod-
ucts, and more.2 We provide a few examples of images and
labels extracted in Figure 1.

Next, we applied Doc2Vec—a representation learning
algorithm that converts text documents to low-dimensional
vectors—to obtain vectors for both reviews and photo
labels (Le and Mikolov 2014). An important property of
these document vectors is that documents close together
in the vector space have similar meanings and documents
distant from each other in the vector space differ in
meaning. In line with prior research, we measured semantic
similarity between reviews and photo labels by computing
the cosine similarity between their vectors. The maximum

similarity between the vector of the review text and the
vector of the photo label is indicated by cosθ= 1, and
maximum dissimilarity is indicated by cosθ=−1.

We trained Doc2Vec using 80% of the entire review
corpus of both Yelp reviews and image labels extracted
from the photos associated with each review.3 Since a
review can be associated with multiple photos, we created
one “photos document” for each review by concatenating
the labels extracted from each photo associated with the
same review. Additionally, a few parameters need to be set
in this type of analysis: the size of the vectors, the number
of dimensions of the vectors, the window size (i.e., the
maximum distance [in words] between the current and the
predicted word within a document), and the number of itera-
tions carried out over the training corpus. After testing differ-
ent configurations and assessing each model by computing its
ability to find similar documents, we set these values to 64
vector dimensions, a window size of eight words, and 120
iterations because this configuration behaved slightly better

Table 1. Overview of Studies.

Key Design Factors Main Findings
Alternative Explanations

Addressed

Study 1 Yelp data set (correlational) in Los

Angeles and Boston areas

Key effect: similarity between review text and photo is

positively related to useful votes in Yelp reviews

Process evidence: interactive effects of similarity and

text readability and similarity and photo quality;

processing impairments alter the effect of similarity

on useful votes

—

Study 2a 5× 100 reviews from Yelp data set

(correlational)

Human validation: provides evidence that

human-judged and algorithm-based similarity

assessments are aligned using a subset of Yelp

reviews

Algorithm-based similarity

assessments are indeed related to

human assessments.

Study 2b Main independent variable:

similarity between text and photo

(similar vs. dissimilar)

Within-subject factor: four

replicate sets

Experimental demonstration of the effect of similarity:

assesses the effect of similarity on helpfulness across

four different stimuli sets selected from Yelp reviews

and pretested with human judges

Direction of causality (similarity →
helpfulness) is established.

Studies 3a,

3b, 3c

Main independent variable:

similarity between text and photo

(similar vs. dissimilar)

Generalization of the effect of similarity and process

evidence (mediation):

• Study 3a: Yelp reviews

• Study 3b: each photo/text replicate appears in both

similar and dissimilar conditions

• Study 3c: manipulated levels of similarity (high vs.

low) holding conceptual commonality constant

Mediation of ease of processing: consumers process

similar review text with greater ease than dissimilar

review text, and ease of processing mediates the

relationship between similarity and helpfulness

Direction of the effect (similarity →
helpfulness) is established.

Stimulus idiosyncrasies do not drive

results.

Self-selection is ruled out.

Results are not due to differences in

conceptual commonality.

Study 4 Main independent variable:

similarity between text-photo

(similar vs. dissimilar)

Moderator: fluency of text and

photo (fluent vs. disfluent)

Boundary condition or process by moderation:

provides evidence that similarity enhances

helpfulness when the text and the photo are fluent

to the reader but not when they are disfluent

Direction of causality (similarity →
helpfulness) is established.

Direction of causality (ease of

processing → helpfulness) is

established.

2 For more information, see https://cloud.google.com/vision/docs/labels.

3 We preprocess reviews and photo documents to tokenize and remove words
shorter than 2 characters and longer than 15 characters.
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than all others.4 We provide a visual description of our
approach in Figure 2 and examples of reviews with high
and low photo–text similarity in Figure 3.

Measuring Reading Difficulty
We measured reading difficulty using the Flesch–Kincaid index
(FKI; Kincaid et al. 1975) as a readability metric. Higher FKI
values imply greater difficulty in comprehension of the
written text.

Any advantage of photo–text similarity on ease of process-
ing and helpfulness should diminish when the text is difficult
to read. We test this prediction (H4) by including an interaction
between similarity and reading difficulty in the model. If H4 is
supported, this interaction should be negative, such that more
difficult language should dampen the effect of photo–text
similarity.

Measuring Image Quality
We measured image quality using the Neural Image
Assessment model described in Talebi and Milanfar (2018),
which uses convolutional neural networks to compute a

measure of technical image quality.5 Higher values of this var-
iable imply higher image quality.

Any advantage of photo–text similarity on ease of process-
ing and subsequently helpfulness should diminish when the
image is hard to grasp. We test this prediction (H4) by including
an interaction between similarity and image quality in the
model. We expect higher values of the image quality measure
to be associated with easier processing of images (e.g.,
clearer). If H4 is supported, this interaction should be positive,
such that easier-to-process photos facilitate the effect of photo–
text similarity.

Descriptive Statistics
Uploading photos in addition to the review text became popular
in the last decade, likely due to the diffusion of smartphones.
This is visible in Figure 4, where we plot, in Panel A, the
monthly number of reviews and, in Panel B, the monthly
number of photos posted on Yelp.6 Out of the 7.4 million
reviews, about 1.4 million are associated with at least one
photo, and among these reviews, the average number of
images per review is 2.46.

As Figure 5 shows, photos are more likely to be associated
with reviews with positive ratings (three stars or above)
rather than negative ratings (one or two stars). Turning to
the similarity between review text and photos, in Figure 6,
we plot the distribution of similarity. The mean similarity
is .21 (SD= .11), suggesting that, on average, there is some
overlap between the content of the review text and what is
displayed in the photos. Finally, the average number of
useful votes per review is 1.1, and this number doubles
when considering only reviews with at least one image.
Table 2 reports the summary statistics for the data set con-
taining all reviews and for the data set containing only
reviews with at least one photo.

Model
We started by assessing the effect of the presence of photos in a
review on the number of helpful votes the review received. We
estimate the following model:

logHelpfulVotesijt = βHasPhotosijt+X′
ijtγ+ αj+ τt+ϵijt, (1)

where the dependent variable is the log of the number of helpful
votes of review i of restaurant j received at year-month t.7 Has
Photos, the variable of interest, is a binary indicator of whether
the review i is associated with any photos (1) or not (0); X′

ijt is a

Figure 1. Examples of Photos and Labels Extracted Using Google

Vision API.

4 Across all models we tested, we found that inferred documents are found to be
most similar to themselves in more than 95% of the cases, suggesting that the
models behaved in a consistent manner. In assessing Doc2Vec models we fol-
lowed procedures outlined at https://radimrehurek.com/gensim/auto_examples/
tutorials/run_doc2vec_lee.html.

5 We use the implementation and pretrained model available at https://idealo.
github.io/image-quality-assessment/#datasets.
6 In addition to showing the popularity of photos, Figure 4 shows the effect that
the COVID-19 pandemic had on the number of reviews and photos uploaded to
Yelp. All results presented in the empirical analysis section are robust to the
exclusion of the year 2020.
7 Every time we take the log of a variable, we add 1 to avoid taking the log of
zero.
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vector of time-varying controls in which we included review
rating, the log of review length (in characters), whether the
reviewer is local (i.e., whether the reviewer wrote a review
for a restaurant that is in the same city as the reviewer’s loca-
tion), whether the reviewer had elite status, and the log of the
number of reviews written by the reviewer of review i.
Finally, we included restaurant and year-month fixed effects
to account for time-invariant unobservable restaurant charac-
teristics and time-varying shocks (e.g., the COVID-19 pan-
demic) common to all restaurants that can affect the number
of helpful votes a review receives. Because we include restau-
rant fixed effects, our specification exploits within-restaurant
variation to estimate the effect of a review including at least
one photo on the helpful votes it receives. We estimated
Equation 1 using ordinary least squares, clustering standard
errors at the restaurant level, following standard practice
(Bertrand, Duflo, and Mullainathan 2004). We report the esti-
mates in Table 3. Without any time-varying controls (Column
1), the coefficient of interest Has Photos was positive and sig-
nificant, suggesting that adding photos to reviews increases
the review’s helpful votes. The results were similar when we
included the wide array of controls discussed previously
(Column 2).

We next measure the effect of similarity on helpfulness. For
this purpose and because similarity exists only for reviews with
photos, we focus on the set of reviews with at least one photo.

We estimate the following model:

logHelpful Votesijt = β Similarityijt + X′
ijtγ+ αj + τt + ϵijt,

(2)

where the dependent variable is the log of the number of
useful votes of review i of restaurant j received at year-month
t. Similarityijt, the variable of interest, is the similarity score
discussed previously. The rest of the variables are as in
Equation 1 with the only addition of the log of the number
of photos in X′

ijt. We estimated Equation 2 using ordinary

least squares, clustering standard errors at the restaurant
level.

Effect of Photo–Text Similarity on Useful Votes
We report the estimates of Equation 2 in Column 1 of Table 4.
The coefficient of interest, β, is positive and significant and
suggests that increasing similarity also increases useful votes.
The interpretation of the estimate is that a 1 percentage point
increase in similarity leads to a .11% increase in helpful
votes. If similarity changes by one standard deviation (.12),
then the effect on helpfulness is roughly 1.3%. While it may
seem a small effect, review rankings on platforms like
Amazon or Yelp likely depend on how helpful a review is.
Therefore, even small changes in helpful votes can potentially
affect the rank—and thus the visibility—of a review, and
more helpful reviews can positively influence sales (Ghose
and Ipeirotis 2011).

In addition, and consistent with the results presented in
Table 3, we find that the number of photos associated with a
review has a positive and significant effect. In this analysis,
we control for the rating of the review; in the Web Appendix,
we show that the positive effect of similarity holds at each
level of star ratings, but the magnitude of the effect increases
as ratings increase.

Robustness Checks
Reviewer fixed effects. So far, we compared usefulness votes
across reviews written for the same restaurants, controlling
for unobserved restaurant heterogeneity. However, one
could argue that reviewer heterogeneity could be driving

Figure 2. Visual Depiction of Similarity Assessment Between Review Text and Images in a Review.

Figure 3. Examples of Reviews with High and Low Similarity

Between the Photo and the Text.
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the results discussed previously. Whereas we control for
reviewers’ experience by including in the model whether
the reviewer is an elite reviewer, the number of reviews
written by the reviewer, and whether the reviewer is local,
it is still possible that some reviewers are just better than
others at creating useful reviews and that these reviews are
more likely to use similar text and photos. To reduce this
concern, we reestimated Equation 2 but replaced the restau-
rant fixed effect with the reviewer fixed effect. Doing so,
we estimate the effect of similarity by exploiting within-
reviewer variation. In addition, we cluster standard errors
at the reviewer level to account for potential serial correlation
among useful votes of reviews written by the same reviewer.
We report the estimates in Column 2 of Table 4. Overall, the
results are consistent with those previously reported in

Figure 4. Number of Monthly Yelp Reviews (Panel A) and Monthly Number of Photos Posted (Panel B).

Figure 5. Fraction of Reviews with at Least One Photo by Star Rating (Panel A) and Average Number of Photos per Review by Star Rating

(Panel B).

Figure 6. Density of the Similarity Scores Between Review Text and

Photos.
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Column 1 of Table 4, suggesting that unobserved reviewer
heterogeneity is unlikely to drive our results.

Review and image label topics. One may also wonder whether
some reviews are more helpful as a function of the topic the
review addresses or the photo depicts. To reduce this concern,
we assessed the robustness of the results by including both
review and image label topics in our model. We estimated
review and image label topics using the latent Dirichlet allocation
(LDA) algorithm discussed in Blei, Ng, and Jordan (2003). We
relied on the parallelized LDA algorithm provided by the
Python Gensim library. We set the parameter α (which represents
the document-topic density) to be either symmetric or asymmet-
ric, and the parameter η (which represents the topic-word

density) to “auto” (i.e., the model learns the asymmetric prior
from the data).8 We varied the number of topics k between 5
and 20 and plotted the coherence score (Syed and Spruit 2017)
as a function of the number of topics (see Figure 7). First, we
noticed that using asymmetric α produces slightly higher coher-
ence scores. Second, we used the so-called elbow technique to
select the optimal number of topics. The idea behind this
method is that we want to choose a point after which the increase
of the coherence score is no longer worth the additional increase
of the number of topics. Using this method, we selected 11
review topics and 10 image label topics.9 Extracting topics
from review text, we identified topics related to the quality of
the service received and the type of food items served (e.g.,
burger, sushi). Extracting topics from photo labels, we identified
topics related to the restaurant menu, drinks, indoor and outdoor
elements of the restaurant, and the type of food items served (e.g.,
pizza, sandwich). We then included the topic weights of each

Table 2. Summary Statistics.

All Reviews With Photos

M SD M SD

Similarity — — .214 .115

Helpful votes 1.073 3.347 2.137 6.088

Number of photos .477 1.365 2.462 2.176

Star rating 3.897 1.354 4.165 1.111

Review length 532.051 503.156 667.765 601.849

User is local .199 .399 .172 .377

User is elite .115 .319 .263 .440

User reviews 128.919 327.374 213.896 474.306

Avg. photo quality — — 4.604 .540

FKI 11.080 16.279 10.907 17.240

Table 3. The Effect of Photos on Useful Votes.

(1) (2)
Without Controls With Controls

Has photos .323*** .172***

(.001) (.001)

Star rating −.050***
(.001)

Log review length .189***

(.001)

User is local .018***

(.001)

User is elite .223***

(.001)

Log user reviews .078***

(.0004)

Restaurant fixed effects Yes Yes

Year-month fixed effects Yes Yes

Observations 7,375,820 7,375,820

R2 .114 .277

*p< .1.

**p< .05.
***p< .01.
Notes: The dependent variable is the log of useful votes of each review. All

specifications include restaurant and year-month fixed effects. Cluster-robust

standard errors at the restaurant level are in parentheses.

Table 4. The Effect of Similarity on Useful Votes.

(1) (2) (3) (4)

Similarity .107*** .041*** .124*** .109***

(.005) (.005) (.005) (.005)

Log number of

photos

.142*** .061*** .144*** .142***

(.002) (.002) (.002) (.002)

Star rating −.050*** −.024*** −.037*** −.049***
(.001) (.001) (.001) (.001)

Log review length .239*** .180*** .234*** .239***

(.001) (.002) (.001) (.001)

User is local .026*** .024*** .026***

(.002) (.002) (.002)

User is elite .161*** .165*** .161***

(.002) (.002) (.002)

Log user reviews .145*** .148*** .145***

(.001) (.001) (.001)

Review-to-review

similarity

−.024*
(.014)

Restaurant fixed

effects

Yes No Yes Yes

Reviewer fixed

effects

No Yes No No

Year-month fixed

effects

Yes Yes Yes Yes

LDA topics No No Yes No

Observations 1,428,587 1,428,587 1,428,587 1,428,587

R2 .344 .720 .347 .344

*p< .1.

**p< .05.

***p< .01.
Notes: The dependent variable is the log of useful votes of each review. All

specifications include year-month fixed effects. Cluster-robust standard errors

(at the restaurant level in Columns 1, 3, and 4, and at the reviewer level in

Column 2) are in parentheses.

8 In the symmetric case, the model uses a fixed symmetric prior for the
document-topic distribution, whereas in the asymmetric case, the model uses
a fixed normalized asymmetric prior.
9 We also tested 18 label topics because this number produces the highest coher-
ence score, and we obtained similar results.

Ceylan et al. 13



review and image labels as controls in Equation 2. We report
these results in Column 3 of Table 4. We continue to observe
positive and significant effects of similarity, suggesting that the
topics discussed in the review or depicted in the photo do not
drive the results reported in Column 1 of Table 4.

Review-to-review similarity. As a final robustness check, we con-
trolled for how similar a given review text was to other review
texts written for the same restaurant. To do so, we relied again
on Doc2Vec and computed the pairwise text similarity (using
cosine similarity) across all reviews belonging to the same restau-
rant. Then, for each review, we computed the average similarity to
the other reviews. We included this review-to-review similarity as
an additional control in Equation 2 and report results in Column 4
of Table 4. Again, the focal effect of photo–text similarity contin-
ues to be positive and significant.

Interactive Effects on Useful Votes
To provide insights into our proposed mechanism, we estimated
two additional models in which we separately interacted simi-
larity with review text difficulty (i.e., FKI) and image quality.
We report these results in Table 5. In Column 1, we first
report the results of Equation 2, including both FKI and
image quality, and show that including these variables does
not affect the effect of similarity on useful votes.10 More impor-
tantly, in Column 2, we reported the results with the interaction
between FKI and similarity in the model. As predicted, this
interaction was negative and significant, suggesting that
increasing text difficulty dampens the positive effect of
photo–text similarity on useful votes. Further, in Column 3,

we report the results when we included the interaction
between image quality and similarity. As predicted, this interac-
tion was positive and significant, suggesting that when images
are easier to process, the similarity effect on useful votes is
enhanced. These results are consistent with H4.

Figure 7. Coherence Score as a Function of the Number of Topics for Reviews (Panel A) and Image Labels (Panel B).

Table 5. The Interactive Effects on Useful Votes.

(1) (2) (3)

Similarity .104*** .130*** −.227***
(.005) (.006) (.040)

Similarity× FKI −.002***

(.0004)

Similarity× avg. photo quality .072***

(.008)

Log number of photos .143*** .143*** .142***

(.002) (.002) (.002)

Avg. photo quality .011*** .011*** −.004**
(.001) (.001) (.002)

Star rating −.050*** −.050*** −.050***
(.001) (.001) (.001)

Log review length .227*** .228*** .227***

(.001) (.001) (.001)

FKI .002*** .003*** .002***

(.00005) (.0001) (.00005)

User is local .027*** .027*** .027***

(.002) (.002) (.002)

User is elite .163*** .163*** .163***

(.002) (.002) (.002)

Log user reviews .144*** .144*** .144***

(.001) (.001) (.001)

Restaurant fixed effects Yes Yes Yes

Year-month fixed effects Yes Yes Yes

Observations 1,428,587 1,428,587 1,428,587

R2 .345 .346 .346

*p< .1.

**p< .05.

***p< .01.
Notes: The dependent variable is the log of useful votes of each review. All

specifications include restaurant and year-month fixed effects. Cluster-robust

standard errors at the restaurant level are in parentheses.

10 Note that FKI on its own has a positive effect on helpfulness, suggesting that
more difficult text is associated with greater helpfulness. Ghose and Ipeirotis
(2011) find a similar effect and suggest that reviews written in more sophisti-
cated language may enhance the credibility and informativeness of such
reviews. Importantly, our prediction is about the interaction between readability
and similarity as discussed previously.
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Discussion
Overall, the results presented so far suggest that photos that
more closely relate to the content of the review (and vice
versa) increase the review’s helpfulness (H1). Further, we
provide initial evidence suggesting that factors that hamper or
facilitate ease of processing alter the effect of photo–text simi-
larity. In line with H4, we find that greater reading difficulty
reduces the effect of photo–text similarity on helpful votes,
whereas greater image quality increases the effect.

By its very nature, this study is subject to self-selection con-
cerns and cannot establish causality or the direction of the relation-
ship between similarity and helpfulness. In the next section, we
conduct a series of lab experiments with four objectives. First,
we provide evidence that algorithm-based similarity measures
capture how humans judge similarity (Study 2a). Second, we
address endogeneity concerns and establish a causal link
between similarity and helpfulness (Studies 2b, 3, and 4). Third,
we address reverse causality concerns that reviewers who write
more helpful reviewers are more likely to create higher similarity
reviews (Studies 3b, 3c, and 4). Fourth, we replicate these findings
and provide evidence for the underlying mechanism by measuring
(Studies 3a–3c) and manipulating (Study 4) ease of processing.

Study 2a: Do Humans Perceive Similarity
Akin to Algorithms?
The field data suggest that greater similarity between the text and the
photo is associated with greater helpfulness. However, this result
presumes that the algorithm-based measure of similarity we
created in Study 1 aligns with how humans perceive similarity.
Our theorizing is based on feature-based content similarity,
defined as alignment between what the text describes and what
the photo depicts. This approach is akin to how the representation
learning algorithm assessed similarity in Study 1, that is, by quanti-
fying the semantic similarity between photo labels extracted by
Google API and the review text. Thus, we expect algorithm-based
metrics to alignwith human-based judgments systematically. To test
whether the two approaches align, we asked human judges to assess
the similarity between review photos and text and compared human-
judged similarity with the algorithm-based similarity from Study 1.

Procedure and Participants
Since it is not possible to have human judges rate all reviews from
Study 1, we drew five random samples from the pool of all
reviews that included a single photo. Each sample consisted of
100 reviews. The overall pool was characterized by an average sim-
ilarity score of .21 and a standard deviation of .11. As expected, each
random sample aligned with the overall sample (M1= .21, SD1=
.11; M2= .21, SD2= .11; M3= .21, SD3= .11; M4= .20, SD4=
.12; M5= .23, SD5= .10).

For each sample, we recruited 100 Amazon Mechanical Turk
(MTurk) workers to rate the reviews for a total of 500 raters. To
ensure that human judges rated a similar distribution of photo–text
similarity as assessed by the algorithm, each judge evaluated a

stratified random sample of 10 randomly presented reviews
from one of the five random samples of 100 reviews. Ten
judges assessed each review.

Previous findings show that similarity judgments are asymmet-
ric, and the direction of similarity comparison is determined by the
relative salience of the stimuli (Tversky 1977). Because photos are
generally more salient than text, we phrased our questions such that
photo content was the subject of comparison and text content was
the referent. To assess similarity holistically, participants first rated
all assigned reviews on the question “Overall, how similar is the
information conveyed in the photo to the information conveyed in
the text?” (1= “not at all,” and 9= “very”), adopted from Gentner
and Markman (1994). Subsequently, participants rated feature-
based similarity by answering, “With regards to concrete features
and aspects, how similar is the information conveyed in the
photo to the information conveyed in the text?” (1= “not at all,”
and 9= “very”). As suggested by prior research, both measures of
similarity correlated strongly (roverall-feature(500)= .92, p< .001).11

Results
We found a positive and significant correlation between the
algorithm-based similarity scores and overall similarity rated
by human judges (r(500)= .13, p= .005). The magnitude and
the direction of the relationship was similar between algorithm-
based similarity and human-judged feature-based similarity
(r(500)= .13, p= .003).

Discussion
Our findings suggest that algorithm-based similarity and
human-perceived similarity systematically align. The rela-
tively small size of the correlation between algorithm-based
and human-perceived similarity is expected. Machine learn-
ing approaches calculate similarity in a bottom-up approach
on an attribute-by-attribute basis (Stahl 2002). However,
humans use a more top-down approach and integrate their
domain knowledge to generate a more holistic similarity
assessment. Despite these differences, the critical implica-
tion of this study is that both methods converge: we find a
positive and significant correlation indicating that the algo-
rithm does capture meaningful aspects of human perceptions
of similarity.

Study 2b: Does Greater Similarity as
Assessed by Humans Lead to Greater
Usefulness?
In Study 2b, we replicate the findings from Study 1 and provide
causal evidence for the proposed relationship. To provide a close

11 For completeness, we also measured relational similarity (order counterbal-
anced with feature-based similarity). Empirically, this measure was highly
related with holistically assessed similarity (roverall-relational(500)= .91,
p< .001) and feature-based similarity (rfeature-relational(500)= .90, p< .001).
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connection with the field study, we used a set of eight reviews
from Study 1 and manipulated photo–text similarity using these
reviews. In line with our prediction (H1) and the findings in
Study 1, we expect reviews to be more helpful when humans per-
ceive the content in the text and photo as more similar.

Method
Participants and exclusions. We recruited 440 MTurk workers
(Mage= 39.08 years; 54% male, 45% female, 1% other) in a 2
(similarity: similar vs. dissimilar) by 4 (review replicates)
within-subjects design. We did not exclude any participants.
Here and in subsequent studies, we planned for 200 participants
per between-subject condition. This sample size is based on the
effect size of the between-subject effect in our preliminary
studies (d= .30) and at least 90% power. In the first two exper-
imental studies (i.e., Studies 2b, 3a), we recruited about 10%
more participants than that target sample to account for poten-
tial exclusions. Because we ended up not excluding any partic-
ipants in those studies, we aimed for 200 participants per
between-subject condition in subsequent studies.

Procedure. The 500 reviews used in Study 2a that were assessed
by human judges served as our starting point for stimulus selec-
tion. As star rating influences helpfulness judgments (Mudambi
and Schuff 2010), we restricted our stimulus pool to reviews
with a five-star rating. From this set of 263 five-star reviews
(53%), we randomly selected four reviews that were above
average and four that were below average on the nine-point
similarity scale used in Study 2a. The average similarity
rating in the overall set of 263 reviews was M= 6.20 (SD=
1.37). To manipulate similarity, the rating of each high similar-
ity review we chose for this study was around one standard
deviation above the mean, and the rating of each low similarity
review was around one standard deviation below the mean. The
eight reviews and additional descriptive statistics (e.g., review
length) can be found in the Web Appendix.

Participants saw all eight reviews in random order, a total of
four times. Each time, participants rated the reviews on a differ-
ent dimension. First, they rated all reviews on usefulness (1=
“useful,” and 0= “not useful”), replicating Yelp’s usefulness
votes. Then, they rated all reviews on the same similarity ques-
tions we used in Study 2a, rating overall similarity first
(roverall-feature(440)= .76, p < .001).12

Results
Similarity perceptions (manipulation check). First, we conducted
two separate mixed-effects models and regressed each similar-
ity rating (overall and feature-based) on the similarity condition

(1= similar, −1= dissimilar) with random intercepts for partic-
ipants. As expected, reviews in the similar (vs. dissimilar) con-
dition scored significantly higher on overall similarity (Msimilar

= 7.71, Mdissimilar= 3.37; b= 4.34, SE= .09, t(1,319)= 46.70,
p< .001) and feature-based similarity (Msimilar= 7.55, Mdissimilar

= 3.25; b= 4.30, SE= .09, t(1,319)= 46.31, p< .001). These
results suggest that our similarity manipulation was successful.

Perceived usefulness. Next, we conducted a mixed-effects logit
model with usefulness judgment (1= “useful,” and 0= “not
useful”) as the dependent variable, similarity condition as the inde-
pendent variable (1= similar, −1=dissimilar), and random inter-
cepts for participants. As predicted, a larger percentage (90%) of
participants in the similar condition indicated the review was
useful than in the dissimilar condition (67%; b=1.52, SE= .13,
z= 11.07, p< .001). Using participants’ continuous similarity
judgments instead of the experimental condition, we also found
that both overall and feature-based similarity are positively
related to usefulness votes (ruseful-overall(440)= .34, p< .001;
ruseful-feature(440)= .27, p< .001).

Discussion
This study provides initial causal evidence for our prediction that
individuals find reviews more helpful when the information in the
review photo and text are similar (vs. dissimilar). Using organic
reviews, we manipulated similarity and provided causal evidence
of its effect on helpfulness. While we carefully screened reviews
on several dimensions (e.g., review length) and held these dimen-
sions as constant as possible, a consequence of using organic
reviews is that review topics differ between conditions. To ensure
that idiosyncrasies of any given stimulus do not drive our results,
we used multiple replicates per condition. We continue using real-
life reviews in the next study (Study 3a) and provide further evi-
dence for the proposed mechanism of ease of processing. We com-
plement this investigation using carefully designed stimuli in Study
3b to further address any concerns about stimulus idiosyncrasies.

Study 3a: Are Similar Reviews More Helpful
Due to Greater Processing Ease?
Study 3a had two objectives. The first one was to replicate the main
effect of similarity on review helpfulness (H1) using two additional
Yelp reviews that differed from those in Study 2b. The second one
was to test H2 and H3, using self-reported processing ease.

Method
Participants and exclusions. In a preregistered study (https://
aspredicted.org/u3cs2.pdf), we recruited 439 MTurk workers
(Mage= 41.48 years; 53% female, 47% male). We did not
exclude any participants.

Procedure. Study 3a followed a two-cell (similarity: similar vs.
dissimilar) between-subjects design. All participants examined

12 As in Study 2a, following the measure of overall similarity, we measured both
feature-based and relational similarity in randomized order. The relational
measure was strongly correlated with both overall and feature-based similarity
(roverall-relational(440)= .70, p< .001; rfeature-relational(440)= .73, p< .001).
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one of the two reviews that we selected from the subset of Yelp
reviews tested in Study 2a and that were not part of Study 2b.
We followed the same selection process as before and further
ensured that review texts were equally readable and the photo
quality was equally high between the reviews (for details and
stimuli, see the Web Appendix).

After examining the review, participants rated the extent to
which the review was helpful, useful, and valuable on a nine-
point scale (1= “not at all,” and 9= “very”; a= .97). We aver-
aged them into a composite score of helpfulness. We measured
the mediator—ease of processing—using a three-item self-
reported measure on a seven-point scale (1= “not at all,” and
7= “very much”; a= .93) adapted from previous work (Graf,
Mayer, and Landwehr 2018): (1) “This review was easy to
process,” (2) “Understanding this review felt effortless,” and
(3) “I comprehended this review without difficulty.”13
Finally, as a manipulation check, participants rated the photo–
text similarity using the same holistic similarity measure from
prior studies (1= “not at all,” and 9= “very”). To reduce
common-method bias, we used scales of different lengths
(nine-point, seven-point) in measuring the mediator and the
dependent variable. Throughout the research, we assess and
find evidence for discriminant validity between mediator and
dependent variable using the criterion suggested by Fornell
and Larcker (1981). These analyses (for all relevant studies
we report in this article) can be found in the Web Appendix.

Results
Similarity perceptions (manipulation check). Participants per-
ceived greater similarity between review text and photo in the
similar condition (M= 7.28, SD= 1.61) than in the dissimilar
condition (M= 3.65, SD= 2.21; b= 3.63, SE= .18, t(438)=
19.69, p< .001).

Perceived helpfulness. Supporting H1, participants in the similar
condition (M= 7.22, SD= 1.70) rated the review as more
helpful than those in the dissimilar condition (M= 6.85, SD=
1.78; b= .37, SE= .16, t(438)= 2.25, p= .025).

Ease of processing. Supporting H2, participants in the similar
condition (M= 6.55, SD= .73) rated the review easier to
process than participants in the dissimilar condition (M= 6.24,
SD= 1.12; b= .31, SE= .09, t(438)= 3.49, p < .001).

Mediation. To test H3, we estimated amediationmodel assessing
whether the effect of review similarity on helpfulness is medi-
ated by ease of processing. We estimated Hayes’s Model 4
(using 10,000 bootstrap samples; Hayes 2017) with photo–text
similarity as the independent variable (similar= 1 vs. dissimi-
lar=−1), perceived helpfulness as the dependent variable, and

self-reported ease of processing as the mediator (see Figure 8).
Supporting H3, we found a significant indirect effect of photo–
text similarity on perceived helpfulness through ease of process-
ing (bindirect= .28, SE= .08, 95% CI= [.13, .45]).

Discussion
Using yet another set of ecologically valid set of stimuli, Study
3a provides further causal support for the prediction in H1. In
addition, Study 3a provides evidence for the proposed mecha-
nism: individuals feel greater ease of processing when the
content of text and photo is similar (vs. dissimilar), and
greater ease is associated with greater review helpfulness.

Study 3b: Ruling Out Idiosyncratic Effects of
Stimuli
Whereas Study 3a provides causal evidence for our predictions,
one limitation is that the stimuli were vastly different across
conditions (similar vs. dissimilar). Even though we screened
and pretested these stimuli extensively, in Study 3a we traded
off experimental control for realism. While it is unlikely that
differences between any set of stimuli can account for the
pattern of results in Study 3a, Study 3b rules out this alternative
explanation (i.e., that text–photo differences between condi-
tions drive the result) using more controlled stimuli.

Method
Participants and exclusions. We recruited 800 MTurk workers
(Mage= 40.66 years; 59% female, 40% male, 1% other). We
did not exclude any participants.

Procedure. Study 3b followed a 2 (similarity: similar vs. dissim-
ilar) by 2 (review replicates: coffee review, avocado toast
review) between-subjects design. All participants read a
review about Meno’s coffee shop. Each review text discussed
one of two items the coffee shop offered (coffee or avocado
toast). Importantly, we paired each review text with one of
two photos (coffee or avocado toast; for stimuli, see the Web
Appendix). In line with our definition of feature-based

Figure 8. Study 3a Mediation Model.
Notes: The coefficient in parentheses indicates the direct effect of similarity on

helpfulness.

13 We also captured the timing of the response but did not find any differences
between conditions, likely because the timing measure captured both processing
the review and providing the ratings.
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content similarity (i.e., an alignment between what the text
describes and what the picture depicts), in the similar condition,
we paired the text describing the coffee’s latte art with a photo
showing the latte art design and the avocado toast text with a
photo showing the avocado toast. In the dissimilar condition,
we switched the photos and paired the latte art text with the
avocado toast photo and vice versa. We used the same photo
in the similar and dissimilar conditions, such that it aligned or
did not align with the review text. This design rules out an alter-
native account that our proposed effect is driven by a particular
text or a photo in the stimulus.

After examining the review, participants answered the same
questions on helpfulness, ease of processing, and similarity
(manipulation check) that we used in Study 3a. Items for help-
fulness (a= .98) and ease of processing (a= .92) were averaged
into their respective composite scores.

Results
For all analyses in this study, we estimated linear regression
models for the continuous dependent variable with similarity
(dissimilar=−1, similar= 1), replicates (replicate 1=−1, repli-
cate 2= 1) and their interaction as independent variables.

Similarity perceptions (manipulation check). Participants per-
ceived greater similarity between review text and review
photo in the similar condition (M= 8.15, SD= 1.19) than in
the dissimilar condition (M= 2.69, SD= 2.47; b= 5.55, SE=
.20, t(796)= 28.41, p < .001). No other effect was significant.

Perceived helpfulness. Supporting H1, participants in the similar
condition (M= 6.17, SD= 2.33) rated the review as more
helpful than those in the dissimilar condition (M= 5.43, SD=
2.32; b= .96, SE= .23, t(796)= 4.10, p < .001). Neither the
effect of replicates (p > .13) nor the interaction between similar-
ity and replicates (p > .18) was significant.

Ease of processing. Finally, supporting H2, participants in the
similar condition (M= 6.43, SD= .82) rated the review easier
to process than participants in the dissimilar condition (M=
6.02, SD= 1.22; b= .50, SE= .10, t(796)= 4.77, p < .001).
Neither the effect of replicates (p > .20) nor the interaction
between similarity and replicates (p > .25) was significant.

Mediation. To test H3, we estimated a mediation model assess-
ing whether the effect of review similarity on helpfulness is
mediated by ease of processing. As replicates did not interact
with the similarity manipulation, we collapsed across the stim-
ulus replicates and estimated Hayes’s Model 4 (using 10,000
bootstrap samples; Hayes 2017) with photo–text similarity as
the independent variable (similar= 1 vs. dissimilar=−1), per-
ceived helpfulness as the dependent variable, and self-reported
ease of processing as the mediator (see Figure 9). Supporting
H3, we found a significant indirect effect of photo–text similar-
ity on perceived helpfulness through ease of processing (bindirect
= .11, SE= .02, 95% CI= [.06, .16]).

Discussion
Study 3b provided further evidence of the proposed mechanism
by using two stimulus replicates and using the same photo and
text in both similar and dissimilar conditions. These findings
suggest that it is not the text or the photo per se that drives
our findings, but, rather, the similarity between the text and
the photo facilitates processing and increases helpfulness.
Further, using carefully designed stimulus replicates, this
study rules out concerns about reviewer self-selection and
reverse causality (i.e., the concern that more helpful reviewers
use similarity more). Still, one could argue that because the
text and the photo in the dissimilar condition referred to entities
from different categories and provided such divergent informa-
tion, readers may have rejected the review outright or may have
considered it a mistake to be ignored. To rule out this potential
concern, in the next study, we created reviews with photos and
text that aligned along the conceptual category of the focal
review object in both similarity conditions.

Study 3c: Feature-Based Similarity, Not
Conceptual Commonality, Affects Processing
Ease and Helpfulness
So far, in most Yelp reviews and the stimuli from Study 3b, the
dissimilarity between the text (e.g., describing the coffee) and
the photo (e.g., showing the avocado toast) arose from the
lack of commonality at the feature level as well as at the concep-
tual level (i.e., the conceptual category differed between modal-
ities: drink vs. food). Prior research suggests that when the
information in photo and text differs in content but is part of
the same conceptual category, ease of processing increases
(Newman et al. 2015). In this study, we kept the conceptual cat-
egory constant (coffee) and only varied the extent to which the
photo and the text aligned on features (latte art).

Method
Participants and exclusions. In a preregistered study (https://
aspredicted.org/9gw4j.pdf) we recruited 401 MTurk workers

Figure 9. Mediation Model in Study 3b.
Notes: The coefficient in parentheses indicates the direct effect of similarity on

helpfulness.
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(Mage= 42.66 years; 50% female, 49% male, 1% other). We did
not exclude any participants.

Procedure. Study 3c followed a two-cell (similarity: high vs.
low) between-subjects design. We randomly assigned partici-
pants to one of two similarity conditions (high vs. low similar-
ity). All participants read a review text that described the
colorful latte art design at a coffee shop called Meno’s. The
photos in both conditions featured latte art designs and thus
depicted the same conceptual category. However, photos
varied by how much they aligned with the latte art described
in the text. In the high similarity condition, the photo depicted
a cup of coffee with a colorful latte art design exactly as
described in the text. In the low similarity condition, the
photo depicted a regular latte art design without colors. We
expected that readers would perceive the combination of the
photo showing regular latte art and the review text as less
similar (vs. the combination of the photo showing colorful
latte art and the same review text) and, therefore, find the
review less helpful (for stimuli, see the Web Appendix). After
reading the review, participants provided the same measures
of perceived helpfulness (a= .98) and ease of processing (a=
.94) and the manipulation check of similarity perceptions as
in Studies 3a and 3b.

Results
Similarity perceptions (manipulation check). As intended, partici-
pants perceived greater similarity between review text and
review photo in the high similarity condition (M= 8.33, SD=
1.12) compared with the low similarity condition (M= 5.14,
SD= 2.77; b= 3.19, SE= .21, t(399)= 15.14, p < .001).

Perceived helpfulness. Supporting H1, participants in the high
similarity condition (M= 6.22, SD= 2.31) perceived the
review as more helpful than those in the low similarity condi-
tion (M= 5.14, SD= 2.48; b= 1.07, SE= .24, t(399)= 4.48,
p < .001).

Ease of processing. Supporting H2, participants in the high sim-
ilarity condition (M= 6.31, SD= .96) rated the review easier
to process than those in the low similarity condition (M= 5.89,
SD=1.33; b= .42, SE= .12, t(399)= 3.60, p< .001).

Mediation. To test H3, we estimated a mediation model assess-
ing whether the effect of review similarity on helpfulness
is mediated by ease of processing. We estimated Hayes’s
Model 4 (using 10,000 bootstrap samples; Hayes 2017) with
photo–text similarity as the independent variable (high similar-
ity= 1 vs. low similarity=−1), perceived helpfulness as the
dependent variable, and self-reported ease of processing as the
mediator (see Figure 10). Supporting H3, we found a significant
indirect effect of photo–text similarity on perceived helpfulness
through ease of processing (bindirect= .13, SE= .04, 95%
CI= [.06, .21]).

Discussion
This study supports the effect of content similarity beyond con-
ceptual commonality on review helpfulness and provides evi-
dence for the ease of processing-based mechanism. We find
that even when the photo and text are conceptually related,
greater feature-based similarity between the content conveyed
in the text and the photo enhances the ease with which
readers process the review (H2), which then increases the
review’s helpfulness (H3).

Study 4: Testing Boundaries of the Photo–
Text Similarity Effect on Helpfulness
In Study 4, we provide further process evidence via moderation.
Since similarity heightens helpfulness through ease of process-
ing, we expect the positive effect of similarity to be attenuated
when the review is difficult to process (H4). Study 1 provided
initial support for this moderation, focusing on each modality
separately and on factors integral to the review: when the
review text was linguistically difficult to process or when
picture quality was low, the positive effect of photo–text simi-
larity on helpfulness was reduced. In Study 4, we incidentally
manipulate processing difficulty in a way that affects the
review as a whole (i.e., affecting the processing of both the
review text and the review photo). We borrow from prior
research and vary processing fluency perceptually, holding
the content of the review constant (Novemsky et al. 2007).

Method
Participants and exclusions. This study followed a 2 (similarity:
similar vs. dissimilar) by 2 (perceptual fluency: fluent vs.
disfluent) between-subjects. Based on the observed effect
sizes in an earlier study with a similar design but a stronger
manipulation, we first collected responses from 801 partici-
pants. Given these results, following Sommet et al. (2022),
we conducted additional power estimations for interactions
of different forms. With close examination of the simple
effects, these analyses suggested that a total sample size of
N= 1,393 was required to detect the predicted interaction
effect with .8 power. Subsequently, we conducted a second

Figure 10. Mediation Model in Study 3c.
Notes: The coefficient in parentheses indicates the direct effect of similarity on

helpfulness.
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wave targeting 1,000 participants. We combined data from
completed participants in both waves for a total 1,798
MTurk workers (Mage= 41.70 years; 54% female, 46%
male). We did not exclude any participants. When we con-
trolled for wave (1 or 2) in the analysis, the wave had no
effect on the results, and we subsequently report the analyses
without this control.

Procedure. All participants imagined searching for a lunch place
on Yelp and read the reviews used in Study 3a. Half of the par-
ticipants in each similarity condition saw the review fluently:
the text was written in Arial font and the photo was clear and
high quality. The other half saw the same review disfluently:
the text was written in Juice ITC font (Oppenheimer 2006),
and the picture was 3% pixelated using Paint.net (see the
Web Appendix for stimuli).

After examining the review, participants rated the review’s
helpfulness (a= .98) and the ease of processing using the
same three items as before (a= .96). The items of each
measure were averaged into a composite score of helpfulness
and ease of processing, respectively.

Results
For all analyses in this study, we estimated linear regression
models for the dependent variable (helpfulness) with fluency
(disfluent=−1, fluent= 1), similarity (dissimilar=−1, similar
= 1), and their interaction as independent variables.

Perceived helpfulness. Participants in the fluent condition
(M= 7.00, SD= 1.65) rated the review as more helpful than
those in the disfluent condition (M= 5.97, SD= 2.11; b= .77,
SE= .13, t(1,795)= 6.12, p< .001). Importantly, the predicted
interaction of similarity and fluency was significant (b= .51,
SE= .18, t(1,795)= 2.87, p= .004). When fluency was high, a
similar review (M= 7.21, SD= 1.53)wasmore helpful than a dis-
similar review (M= 6.78, SD= 1.73; b= .43, SE= .13, t(1,795)
= 3.38, p< .001), supporting H1. However, when participants

could not process the review fluently, the effect attenuated, and
similar and dissimilar reviews were perceived as equally helpful
(p> .49; see Figure 11, Panel A).

Ease of processing. As expected,we found amain effect offluency,
such that participants in the fluent condition (M=6.32, SD= .96)
rated the review easier to process than those in the disfluent condi-
tion (M=4.93, SD= 1.95; b=1.17, SE= .10, t(1,795)= 11.51,
p< .001). Importantly, the interaction of similarity and fluency
was also significant (b= .43, SE= .14, t(1,795)= 2.95, p= .003).
When fluency was high, the similar review (M=6.45, SD= .81)
was easier to process than the dissimilar review (M= 6.21,
SD=1.08; b= .23, SE= .10, t(1,795)=2.34, p= .019), supporting
H2.However, when processingwas impaired due to disfluency, rel-
ative advantage of the similar reviewwas reduced significantly and,
unexpectedly, even directionally reversed (Mdissimilar= 5.03,
SD=1.92, Msimilar=4.85, SD= 1.99; p= .07; see Figure 11,
Panel B). We would not read too much into this reversal, as devia-
tions in the disfluent condition were larger than in the other condi-
tions, reflecting the heterogeneity and complexity in assessing ease
of processing.

Moderated mediation. Though our design is one of “process by
moderation,” for completeness, we also estimated a moderated
mediation model assessing whether the effect of review similarity
on helpfulness is mediated by ease of processing only when the
reviews were fluent but not when they were disfluent. We esti-
mated Hayes’s Model 8 (using 10,000 bootstrap samples,
Hayes 2017) with perceived helpfulness as the dependent vari-
able, photo–text similarity as the independent variable (dissimilar
=−1
vs. similar= 1), fluency as the moderator (disfluent=−1, fluent
= 1), and self-reported ease of processing as the mediator (see
Figure 12). The index of moderated mediation was significant
(index= .14, SE= .05, 95% CI= [.05, .24]). When the
reviews were fluent, we found a significant indirect effect of
photo–text similarity on perceived helpfulness through ease
of processing (bindirect= .09, SE= .03, 95% CI= [.04, .15]).

Figure 11. Interactive Effect of Similarity and Processing Fluency on Helpfulness (Panel A) and Ease of Processing (Panel B) in Study 4.
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The indirect effect was not significant when the reviews were
disfluent (bindirect=−.06, SE= .04, 95% CI= [–.14, .02]).
Similar patterns held when we estimated Hayes’s Model 7.

Discussion
This study provides additional causal evidence for the proposed
mechanism by manipulating ease of processing and identifies a
boundary condition. As predicted, greater similarity between the
review text and photo leads to greater helpfulness when the
review is generally easy to process. However, when the review
is difficult to process, this is no longer the case. Note that
certain attributes of a stimulus may hamper perceptual processes
(perceptual fluency), whereas others may hamper conceptual pro-
cesses (conceptual fluency). Study 1 showed evidence for reduc-
tion in helpfulness due to conceptual disfluency (i.e., reading
difficulty), and both Study 1 and our manipulation in this study
(i.e., image quality and text font) hampered perceptual fluency
and showed similar effects on helpfulness. Prior research has
shown that both types of fluency have similar effects on stimulus
evaluations and that perceivers often misread the influence of per-
ceptualmanipulations (e.g., readability of a print font) as difficulty
in engaging in a conceptual operation (Reber, Schwarz, and
Winkielman 2004). Collectively, we find that when the review
is harder to process, similarity no longer has a positive effect on
helpfulness.

General Discussion
This research examines how text and photos jointly communicate
information in the context of user-generated content, namely
reviews of experiences. Our findings from organic reviews on
Yelp suggest that greater similarity between photos and text
heightens helpfulness perceptions. Since the content of reviews
in our secondary data and, more importantly, the indicators of
helpfulness (i.e., useful votes on Yelp) are self-selected, we vali-
date this finding in five experiments and establish a causal link
between photo–text similarity and review helpfulness. In addition,
we identify the underlying mechanism and boundary condition of

this effect. We find that greater similarity facilitates ease of pro-
cessing of the review content; consequently, factors that impede
processing ease reduce or even eliminate the effect of photo–text
similarity on helpfulness.

Given the prevalence and importance of photos in online
reviews, these findings provide several novel theoretical contri-
butions. We add to the growing literature on user-generated
content by examining visual–verbal content that consumers
create and share extensively with others. Prior literature has
focused on structured (e.g., star rating) and unstructured fea-
tures (e.g., textual content) of online reviews. However, con-
sumers frequently use visuals along with verbal information
in their communication. Hence, expanding our understanding
of user-generated content that includes text and photos is both
timely and important. Whereas most papers that examine
visuals focus on particular characteristics of the photo, we
focus on the interplay between the text and the photos and
examine how they jointly affect a review’s perceived helpfulness.
Notably, we identify photo–text similarity as an important deter-
minant of review helpfulness that was previously unexplored.

We also contribute to the literature examining visuals in mar-
keting communication. In the advertising literature, the effect of
visual information is predominantly studied in small-sample
laboratory experiments (e.g., Edell and Staelin 1983).
However, this literature lacks analyses of visual–verbal infor-
mation in naturally occurring settings (e.g., on online plat-
forms). Further, the focus is generally on a single aspect of
the visuals, such as shape (Lutz and Lutz 1976) or size
(Rossiter and Percy 1980), rather than the interplay between
words and visuals. In the future, our approach using machine
learning to parse and relate visual and verbal content can be
applied to large-scale data sets in advertising (e.g., the
Hartman Center digitized collections at Duke University).
Such examinations and our findings could provide insights
into how to improve advertisement effectiveness and conduct
more externally valid and theoretically grounded randomized
controlled trials (Gordon et al. 2019).

Further, we identify and document an important psycholog-
ical mechanism (ease of processing) that impacts the

Figure 12. Mediation Models for Fluent (Panel A) and Disfluent (Panel B) Conditions in Study 4.
Notes: The coefficient in parentheses indicates the direct effect of similarity on perceived helpfulness.
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helpfulness of visual–verbal user-generated content. Our identi-
fication of this process contributes to the sizable literature iden-
tifying factors that drive review helpfulness (for a meta-analytic
review, see Hong et al. [2017]). That literature has examined
many review-related factors but has focused entirely on the
review text. We extend this literature by examining the effect
of photo–text similarity, suggesting new avenues that take
visual aspects of the review into account.

By examining photo–text similarity, we also contribute to
the existing literature on information processing, learning, and
linguistics. Prior research in linguistics shows that repeating
verbal information (e.g., providing different verbal accounts
of the same event) increases comprehension and learning
(Berlyne 1970). We add to this literature by suggesting that
repeating the similar information in different modalities (i.e.,
in words and photos) makes the information easier to process
and heightens its helpfulness to the reader. In addition, prior
research in information processing has shown that message rep-
etition heightens the evaluation of the focal object (Petty and
Cacioppo 1986). Similarly, we show that in messages that
include text and photos, the repetition of the same content in
words and photos heightens the evaluation of that communica-
tion (i.e., helpfulness of the review).

From a methodological perspective, we offer a multimethod
study that integrates insights from the field data with lab exper-
iments. Recently, marketing journals have called for uniting
tribes and building bridges (Grewal, Gupta, and Hamilton
2020; Peracchio, Luce, and McGill 2014) between different
methodologies for more relevant (Schmitt et al. 2022) and
groundbreaking research (MacInnis et al. 2020). Our research
contributes to bridging this gap in the literature. We combined
machine learning, human validation, and experimental design
to increase the relevance and realism of our research. Further,
we put significant effort into integrating organic stimuli from
field data into our lab experiments to increase internal and exter-
nal validity of our experimental findings and establish causality.
Our method not only offers validation of the approach but also
provides robust guidance for future stimuli validation efforts.

Managerial Implications
Our research makes important theoretical contributions in a
managerially relevant context with meaningful implications
for business practice. Reviews are one key source of informa-
tion for consumers. Further, businesses, large and small, put
extensive effort into using and managing the information con-
sumers convey in reviews. Academics and practitioners have
focused heavily on natural language processing to gain insights
from the written text (Fedewa and Holder 2022). However,
photos are critical tools that consumers extensively use to com-
municate their experiences. Most consumers today state that
they rely on visual content when making decisions and find
user-generated visual content more valuable than professional
content (Power Reviews 2021). Thus, we believe harvesting
information jointly from both photos and text is the next frontier

of gaining unique and novel customer insights. Our investiga-
tion is a first step in this direction.

We focus on review helpfulness as the focal outcome
because of its critical impact on downstream consequences,
including sales. In this context, our findings suggest that the
interplay between visual and verbal content matters. These find-
ings allow review sites to guide consumers on the type of photo
and the structure of the review text that accompanies a photo to
increase a review’s value to others. Notably, review sites can
nudge consumers to convey similar content in the text and
photo. Our Yelp data suggest that, on average, consumers
already create reviews with text and photos conveying some-
what similar content. What may be counterintuitive to consum-
ers and managers alike is that a photo is not “worth a thousand
words”; that is, a photo does not substitute for the text. Rather,
readers of a review find that review more helpful when both
visual and verbal content conveys similar information.

Further, we find that ease of processing causally affects
review helpfulness. Factors such as photo quality or text read-
ability that many retail and review sites can control impact
the effect of similarity on helpfulness. Thus, these sites may
nudge consumers to create easy-to-process reviews, by encour-
aging them to upload high-quality, easy-to-grasp photos and
use easy-to-understand language. Sites may be able to
improve photo quality automatically when consumers upload
a photo (e.g., employing sharpening tools on photos). Further,
as consumers write their reviews, review platforms may point
out difficult language and suggest simpler language, which,
based on our findings, would boost the effect of similarity on
helpfulness.

Finally, platforms can use our findings to identify helpful
reviews even before the reviews receive helpfulness votes
from readers, an effort that has garnered significant interest in
the past, particularly in computer science.

Limitations and Future Research
We see our investigation as the first large-scale, systematic
examination of visual–verbal user-generated content. As such,
our research leads to many open questions for future study.

Types of alignment between photo and text. Our investigation
focused on feature-based similarity between photo and text.
However, an alignment between the photo and text may exist
also on other higher-level dimensions, referred to as coherence
(Winkielman et al. 2012). One such higher-level alignment that
is integral to the review context is valence. For example, the text
of a review could praise the beautiful decoration, but the photo
may suggest otherwise (or vice versa). Such conflicting infor-
mation could confuse the reader and result in processing diffi-
culty, ultimately reducing helpfulness of the review, which
future research may examine. Further research may also
examine how people resolve such conflict (i.e., when valence
differs between visual and verbal content). As visuals generate
more concrete and memorable representations than words
(Paivio 1969), one may predict that the valence of the photo
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gets more weight when readers evaluate the experience in the
review. Or, in today’s age, people may be skeptical about the
validity of the photo, as photos can be easily manipulated.
Hence, they may discount the photo when evaluating the expe-
rience based on conflicting information in the photo and text.
Future research may disentangle these different effects.

Another higher-level alignment that may be worth investi-
gating is between the review content and the context. Even if
the photo and text align on content and valence, such a
review may still be incongruent with the context (e.g., posting
a washing machine review with high content and valence sim-
ilarity on a restaurant review site such as Yelp). Such incongru-
ence would unlikely be helpful because it is not congruent with
the goal review readers are trying to achieve. Entirely incongru-
ent reviews like the previous example are rare in real life.
However, reviews may be incongruent with the goal of the
reader in other, more subtle ways. In those cases, the effect of
feature-based content similarity between photo and text may
be reduced or eliminated. For example, photos that include
people may help consumers shopping for more experiential pur-
chases, but not for more material purchases (Ding et al. 2021).

Nature of the relationship between similarity and helpfulness. We
predict and find a linear relationship between feature-based
content similarity and helpfulness in the Yelp data. In part,
this is due to extreme similarity/dissimilarity being sparse in
our field data, and hence the best-fitting model capturing this
relationship is a linear one. According to our proposed mecha-
nism, perceived ease of processing, it is possible that similarity
has a diminishing return on ease of processing. It is also possi-
ble that, when one modality can convey the experience clearly,
the other modality may become redundant, and thus extreme
similarity may hurt helpfulness. Future research may examine
these potential boundary conditions.

Content photos can express. We chose restaurant reviews as our
empirical context. While most reviews are centered on food,
some also mention other aspects of the restaurant experience
(e.g., location, decoration, ambience). We believe our findings
are not restricted to food settings. They are, however, limited to
what photos can express. Photos can convey anything tangible
and visual very well, but they are less apt at conveying nonvi-
sual information. For example, photos are able to communicate
the taste of food only partially (e.g., they may communicate the
spiciness of a dish by capturing the hot peppers that are visible)
or completely unable to convey other aspects (e.g., the noisiness
of a place). If it is possible to visualize the experience at least
partially, our findings should still apply. For example, Latour
and Deighton (2019) find that creating visuals of taste experi-
ences (i.e., wine) allows people to be transported more into
their own taste experience. Hence, the similarity effect we
found in our research may extend to partially visualizable
dimensions, which future research can address.

People increasingly communicate using both visual and
verbal information. In 2023, people will have taken 1.81 trillion
photos of their experiences (Broz 2023). According to these

trends, visual communication will continue to be central to user-
generated and user-shared content. Our research is one of the
first to examine the interplay between photos and text in user-
generated content. We hope our findings will open many
novel avenues for future research in this area.
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